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Improvements in road safety often focus on reducing the severity of trauma, with features such as seatbelts and airbags, rather than on accident prevention. Now, however, developments in positioning and visualization technologies can improve driver decision-making and accident-avoidance abilities, particularly in fog, snow, or other reduced-visibility conditions. 
In 2002, weather-induced driving conditions caused a 194-vehicle pileup on a foggy U.S. freeway and another chain accident claiming 10 lives and injuring over 30 people. Similar accidents in Europe, a 250-vehicle collision in 1998 and a 300-vehicle collision in 1996, occurred during poor visibility and resulted in death and injury. 
	


(Click on image for larger view.) Figure 1: Schematic diagram of instrument integration and dataflow. 


An in-vehicle system that enables drivers to "see" the road and surrounding vehicles despite heavy fog, rain, or snow could significantly improve road safety. This article describes an augmented reality (AR) system that combines GPS/inertial measurements with real-time road video footage to display highlighted road boundaries and up-to-date positions of surrounding vehicles. 
System Design 
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The prototype draws on AR technology to graphically overlay digitally stored information on views of the real world. AR can enhance human management of complex systems from power plant maintenance to cardiac surgery and improve decision making and operational efficiency in intricate built and natural environments. Considerable work now in progress around the world focuses on hardware and software in developing AR systems. 
AR systems currently perform three broad functions: 

· track 

· retrieve 

· Inform
	


(Click on image for larger view.) Figure 2: Flowchart of Intelligent Navigation Aid (INA) processes. 


AR systems track events and then provide users with information about those events. Visual AR systems base event monitoring on user pose (position and attitude of the user). This enables the registration of augmented information to the user's view. Registration refers to the process of combining the user's view of the physical environment with additional information provided by the AR system. Several types of sensors can furnish tracking, and often a hybrid approach enables the AR system to operate in different environments and to provide not only user position, but also attitude. 

In the retrieve stage, event information is used to query the AR system's database, to select and sort information according to the restrictions and requirements generated from the event data.

The inform step presents the retrieved data in a method useful to the user. Presentation format may vary, and could be visual, audio, or some other medium or combination thereof. 
The decreasing size and cost of visualization and positioning hardware, coupled with the increasing portable processing power of laptop and handheld computers, has driven development of mobile AR systems such as ARQuake, an interactive 3D game played in an indoor/outdoor physical environment, and Archeoguide, giving visitors augmented reconstructions of archeological ruins. 
	


(Click on image for larger view.) Table 1: Component specifications. 

	Intelligent Navigation Aid [image: image5]


We built the Intelligent Navigation Aid (INA) described here from commercially available components. Figure 1 shows the connection and data flow between the navigation, processing, and visualization hardware, and Figure 2 shows a flowchart of processes performed by the INA. Table 1 outlines component specifications. 
The processor and display unit and the digital video camera perform retrieve and inform functionality, enabling combined display of road boundary information and real-time imagery. 
The GPS receivers, fiber optic gyro (FOG), and vehicle odometer provide the system's tracking functionality. Unlike many other AR systems, images captured by the digital video camera are not processed for optical tracking. The INA seeks to highlight road boundaries and surrounding vehicles in low-visibility conditions. In such environments, optical recognition would have difficulty operating. 
The three GPS receivers enable calculation of the attitude parameters (heading, pitch, and roll). While not directly considered part of the INA system, a fourth GPS receiver provides real-time kinematic (RTK) corrections. The fourth receiver broadcasts carrier-phase data using a 25-kHz channel bandwidth radio at a data rate of up to 19200 bps. The three GPS units receive this information through a similar radio device and use the data to achieve centimeter accuracy positioning in real time. 
The time at which each receiver calculates NMEA data allows a check that the sentences from each receiver were obtained at the same epoch. Each receiver transmits the GGA (global positioning system fix data) NMEA string 10 times per second to the processor, which collates the data and calculates attitude parameters in real time at 10Hz. The digital video camera captures driver perspective, also at a 10Hz update rate. The FOG unit with odometer input adds redundancy to positioning and attitude determination. These dead reckoning (DR) measurements can bridge times of GPS signal outage where buildings, trees, or passing high vehicles obscure satellite signals. 
	Development and Testing [image: image6]


A Kalman filter integrates measurements from the multiple instruments. The 20-state filter solved for position and attitude (six unknowns), with 12 parameters required to model the vehicle dynamics (velocities, accelerations, as well as change in attitude and rate of change in attitude), and two additional parameters to model error sources in the gyro and odometer. 
	


(Click on image for larger view.) Table 2: Standard deviations in position (for the principal antenna) and attitude for the static test platform calculated by the GPS receivers in RTK mode. 


Attitude parameter determination requires a defined reference frame, as provided by the three GPS antennae (see Figure 3). This allows antenna mounting in a triangular fashion, enabling a compact configuration with as little as 16 centimeters between antenna centers, a particular advantage for small vehicle platforms. However, using maximum distance between antennae wherever possible will reduce the effect of GPS measurement errors when calculating attitude angles, improving accuracy. 
Filter States. With all instruments operational, the Kalman filter integrates 11 observations. These comprise the nine observations from the GPS receivers (positions of all the antennae), change in heading from the gyro, and change in distance from the odometer. Since the location of the antennae are rigidly fixed to the vehicle platform, the Kalman filter adjustment includes geometrical constraints to further improve filter effectiveness. These constraints - the offset in position between antennae - are accurately computed during a calibration process using photogrammetric techniques described later. The positioning and attitude determination component can detect which instruments are functioning and adapt the Kalman filter observation equations accordingly. The component operates in five different modes: 
· GPS(RTK)/DR 

· GPS/DR 

· DR 

· GPS(RTK) 
· GPS
	


(Click on image for larger view.) Figure 4: Kalman filter without three-sigma rule -- slow reaction to dynamic changes in heading. 


Most commonly, the component switches between GPS(RTK)/DR and DR modes due to buildings, trees, or passing high vehicles obscuring the satellite signals. When the RTK signal between the vehicle and base station is lost, the component switches from GPS(RTK)/DR to GPS/DR mode and updates the estimated precisions of the observations accordingly to reflect the loss of RTK corrections in the GPS positions. Unavailability of DR observations is unlikely as the FOG and odometer are not affected by external factors, and hence sole GPS(RTK) or GPS operations are rare. 
The Kalman filter needs a model of vehicle dynamics. This in turn requires standard deviation estimations of the system's jerk (change in acceleration). If the size of these estimations is large compared with the weights given to the observations (antennae coordinates and change in heading and distance), a slow reaction to sharp changes occurs. If the size of these estimations is small compared with the weights given to the observations, a quick reaction to sharp changes occurs. 
However, neither situation is ideal. A preferable solution would provide significant filtering of noisy data, but still react swiftly during times of high vehicle dynamics. 
	


(Click on image for larger view.) Figure 5: Kalman filter with three-sigma rule - quick reaction to dynamic changes in heading. 


Confidence Test. To achieve this, the INA uses two levels of weights, applying a confidence test such that when the vehicle platform moved significantly more than a predetermined noise level, the system applied a different set of weights. 
To provide this solution, it must distinguish actual movement of the vehicle platform from apparent movement caused by noise in the instruments. We therefore conducted a series of tests and recorded static data from the instruments (GPS receivers, FOG, and odometer). 
The three GPS antennae were firmly attached to a solid fiberboard platform and arranged in a triangle with 16 centimeters between their centers. With the platform remaining stationary, we recorded more than 45,000 epochs (10 observations per second). Table 2 shows the standard deviations. 
	


(Click on image for larger view.) Figure 6: A common reference frame (with axis EW, NW, and UW) enables the relationship between the vehicle platform reference frame (with axis EA, NA, and UA) and the digital video camera reference frame (with axis EC, NC, and UC) to be determined. 


Assuming that the data is subject to random white noise, we can apply the three-sigma rule: given data with a normal distribution, 99.7 percent of the data statistically falls within plus-or-minus three times the standard deviation. By applying this rule to the Kalman filter and comparing the position and attitude of the platform calculated before and after adjustment, we can asses the effect of the Kalman filter. 
If the INA identifies platform movement (and the Kalman filter has not responded), then it significantly reduces the weights on the Kalman filter to allow it to catch up to the current platform attitude. If no movement is identified, filter weights remain high to provide maximum data filtering and noise removal. 
Figures 4 and 5 demonstrate the effectiveness of this process, the former without and the latter with the three-sigma rule, showing the platform (for which the static standard deviations were computed in Table 2) rapidly changes heading by approximately 90 degrees in two quick steps. 
	


(Click on image for larger view.) Figure 7: Calibration of the INA instruments. Photographs of the retro-reflective targets are taken from different angles and different rotations using a digital camera. 


The three-sigma rule enables quick reaction to sudden movements. While ultimately some noise is mistaken for platform movement, the rule provides an effective solution between unfiltered, noisy data, and a smooth but slow-reacting filter. 
	Visualization Integration [image: image12]


Aligning the augmented objects with the digital video camera imagery requires two steps. First, a calibration process determines camera position and orientation with respect to the vehicle platform.  Rigidly fixed to the vehicle, the camera's position relative to the vehicle platform does not change post-installation. This calibration is therefore a one-off procedure. 
	[image: image13.jpg]



Prototype installed on test vehicle 


Second, the camera alignment process determines camera location in the model reference frame, in which the positions of the augmented objects have been stored and will be displayed. This procedure must be performed for each image captured by the camera, as the vehicle (and therefore camera) position often changes constantly. 
Calibration. After INA installation and prior to first use, calibration determines the translations and rotations between the vehicle platform reference frame (that is, the frame defined by the three GPS antennae) and the digital video camera reference frame, as shown in Figure 6. 
	


(Click on image for larger view.) Table 3: Attitude standard deviations for the static vehicle platform calculated by the GPS receivers in RTK mode. 


Photogrammetric techniques used in calibration provide both a fast and accurate alignment. A series of retro-reflective targets placed on a rigid wall in front of the vehicle defines a common reference frame. Retro-reflective targets also go on the antennae mounting points (Figure 7). A digital camera takes a series of photos of the retro-reflective targets from different angles and different rotations, with an additional photograph taken from the digital video camera installed in the vehicle. 
We loaded these photographs into a commercial software package developed for automated off-line digital close-range photogrammetric image measurement, orientation/triangulation, and sensor calibration. The resultant adjustment provides relative coordinates for the retro-reflective targets and for the digital video camera with respect to the common reference frame. From this adjustment we can determine the offset and rotations to align the vehicle platform and digital video camera reference frames. 
	


(Click on image for larger view.) Figure 9: Screen grab of the INA system in operation and Figure 10: INA screen grab showing highlighted road boundaries in simulated poor visibility. 


Real-Time Alignment. Successful INA operation relies on the ability to compute the position and attitude of the digital video camera in real time. Given the known relationship between the vehicle platform reference frame and the digital video camera reference frame, the INA computes the position and attitude of the digital video camera using the navigation instruments. It can then render augmented objects accordingly to the required perspective and overlay them on the image captured by the digital video camera. 
	Prototype Operation [image: image16]


We installed the INA prototype in the vehicle, spacing the GPS antennae as far apart on the roof as possible to improve the accuracy of the GPS attitude determination. With the vehicle stationary, we performed similar static tests as described earlier to determine the appropriate noise levels required for the Kalman filter and three-sigma rule. The standard deviations of the attitude parameters (shown in Table 3) were significantly better than the standard deviations of the static data shown earlier (Table 2) due to the increased distance between the GPS antennae of 1.64 meters along the roll axis and 0.99 meters along the pitch axis. Table 3 does not show the standard deviations in position as these remain the same as in Table 2. 
	


(Click on image for larger view.) Figure 8: Road intersection perspective view using the cemetery model data. 


Rigidly mounted inside the car on the dashboard directly in front of the driver, the digital video camera faced out toward the front of the vehicle. We mounted the FOG onto the vehicle chassis and connected the odometer input to the appropriate port on the vehicle computer. We then calibrated the prototype according to the routine described previously. 
We chose a test bed on the outskirts of the Melbourne central business district and contained wholly within the Melbourne General Cemetery. With an extensive road network, the cemetery provided a suitable testing ground with no through traffic. A GPS base station established within the cemetery            provided RTK corrections. 
We selected a 974-meter road circuit and had it surveyed to develop a three-dimensional model of its road boundaries. Using a three-dimensional modeling package, we developed the road boundary model and stored it in 3DS format. Figure 8 shows a road intersection perspective using the cemetery model data, with a vehicle model to depict surrounding vehicles. 
	


(Click on image for larger view.) Figure 11: Simulated poor visibility with the external object tracking component activated and Figure 12: Poor registration of augmented information caused by error accumulation when navigating using DR sensors only. 


The test vehicle traveled around the circuit with the INA prototype operating in real time at 10 frames per second with video graphics array (VGA, 640 by 480 pixels, 1.33:1 aspect ratio) resolution. We simulated poor visibility conditions in some of the following figures to demonstrate how the INA can highlight the road boundaries, clearly marking the edges of the road. 
	External Object Tracking [image: image19]


Augmentation of road boundaries constitutes a first-level requirement for successful INA operation. However other vehicles (traveling or stationary) on the road may also present a hazard if they remain unseen. For this purpose, we implemented an external object tracking component within the INA system. Because the system must operate in poor visibility conditions, identifying external vehicles through optical recognition techniques is not suitable. Instead, the external object tracking component relies on external vehicles also carrying GPS receivers and transmitters. The transmitter broadcasts vehicle location and orientation that can then be displayed in the INA, making the vehicle clearly visible despite the poor weather conditions. 
The vehicle just visible in the distance in Figure 9 (and obscured by the fog in Figure 10) carried a GPS receiver and transmitter. Once activated, Figure 11 demonstrates that the external object tracking component can clearly highlight the vehicle, despite the simulated adverse conditions. 
	Future Developments [image: image20]


The INA prototype demonstrates promising capability to enable visualization of road boundaries and surrounding vehicles in poor visibility. While this article focuses on the augmentation of boundaries and vehicles, the system could add augmentation of other important safety features such as road signs, speed bumps, traffic lights (including real-time light status), and low bridges. 
Future INA developments require research into the presentation of the augmented information. Although the system currently uses a laptop display, other possibilities include head mounted displays, or, looking further into the future - and possibly the ideal solution - windshield projection systems, as shown in the opening photo of this article. 
For the INA to function effectively, accurate road boundary data is essential. To date, road databases are not widely available that can provide centimeter level accuracy, centerline information, road boundary data, and individual lane resolution. 
The system must also operate during RTK and GPS outages, with the challenge of minimizing accumulation of error to which DR and inertial navigation are prone. Figure 12 illustrates the misalignment of the augmented information caused by RTK and GPS outages and the following accumulation of errors in the DR navigation instruments. 
Finally, for surrounding vehicles to be visualized by the system, those vehicles must contain GPS receivers and transmitters. With in-car navigation systems becoming more commonplace and vehicle communications (such as Internet connections) now possible, these requirements for the INA may rapidly become reality. 
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The INA system used four Leica Geosystems (Heerbrugg, Switzerland) SR530 GPS receivers, a KVH Industries (Middletown, Rhode Island) E-Core 1000 fiber optic gyro, a Dell (Round Rock, Texas) Inspiron 8200 N1800VT notebook computer, an IBM (Armonk, New York) PC Camera, and Australis close-range digital photogrammetry software from The University of Melbourne, Department of Geomatics (Melbourne, Australia). 
